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My pre-phd work in visualization
Industry and research engineering
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Dense model visualizations Data visualization libraryDomain-specific visualizations



What and how of visualization accessibility
(My recent research)
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To any visualization toolkit

Structure 
Input 
Rendering

Chartability:

What are accessibility barriers?

Data Navigator:

How do we build accessible visualizations?
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What if we let users hack chart designs?

Interactive demo link

https://highcharts.github.io/highcharts-a11y-prototyping/early_explo/examples/menu/menu.html


Accessible data representation
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Accessible data representation
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Image source

Descriptions

https://vis.csail.mit.edu/pubs/vis-text-model/


Accessible data representation
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Image sourceImage source

Descriptions Structure

https://www.frank.computer/data-navigator/
https://vis.csail.mit.edu/pubs/vis-text-model/


Accessible data representation
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Image source

Image sourceImage source

Descriptions Structure

Sonifications

https://www.perkins.org/resource/sonification-summary-page/
https://www.frank.computer/data-navigator/
https://vis.csail.mit.edu/pubs/vis-text-model/


Accessible data representation
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Image source Image source

Image sourceImage source

Descriptions Structure

Sonifications Tactiles

https://www.perkins.org/resource/sonification-summary-page/
https://arxiv.org/ftp/arxiv/papers/1909/1909.05118.pdf
https://www.frank.computer/data-navigator/
https://vis.csail.mit.edu/pubs/vis-text-model/


But what about interactivity?
Output has been our focus, primarily. But what about input?
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But screen readers processes 1 input at a time
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Movement between tasks becomes cognitively expensive
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Auditory processing struggles with dual-task paradigms*
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*Citation

https://www.thieme-connect.com/products/ejournals/html/10.3766/jaaa.16152


So what about cross-filtering?
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Interactive link

https://vega.github.io/vega-lite/examples/interactive_layered_crossfilter.html


So what about cross-filtering?
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Interaction in one space…
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Produces simultaneous, coordinated change in another.
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How can we enable coordinated cross-interaction?

18



For blind users, descriptions, structural 
navigation, and sonifications will likely not 
solve this challenge.
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Preliminary research question:
How do blind people interact with multiple tactile media 
simultaneously?
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Observing: Embossed braille in a research context
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Image source

https://www.artshub.co.uk/news/news/braille-embossed-dots-literacy-2611778/


Observation 1: Spatial memory storage
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My friend didn’t remember the details of a math equation exactly, but he knew 
where that equation was located in his stack of braille pages and where on the 
page the equation was.

Image source

https://libbraille.org/category/braille-system/


Observation 2: Coordinating perception and comparison
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He then compared 2 equations at once. The details of each weren’t important. He 
was feeling for differences simultaneously.



Prototype 2: the cross-feelter, 2 motorized faders
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One slider can work with video
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While 2 sliders works for cross-filtering
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A tactile display can render the input or output chart
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Cross-coordination! A tactile, dual-task paradigm.
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